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Econometrics questions
1. Types of data.
2. Types of variable by uncertainty.
3. General Distribution function.
4. Discrete random variable. Law of distribution.
5. Continuous random variable. Density function.
6. Sample and population.
7. Mean and its properties.
8. Continuous random variable.
9.  Mean and variance of continuous random variable.
10. Variance of random variable and its properties.
11. Covariance and its properties.
12. Correlation coefficient and its properties.
13. Properties of continuous probability density function.
14. Normal distribution.
15. Formulation of simple regression model problem (SRM).
16. Explaining true and fitted models.
17. OLS method.

18. Disturbance term and residual. Their graphical representations.
19. Formulas for coefficients of simple regression model found by OLS.
20. Four useful results of OLS.
21. Explaining stochasticity of SRM coefficients.
22. The properties of linear regression model by OLS.
23. Determination coefficient.
24. Gauss–Markov assumptions.
25. Unbiasedness property of estimator.
26. Efficiency property of estimator.
27. Consistency property of estimator.
28. Formulas of variances of regression coefficients and analyzing factors affecting the precision of the coefficients.
29. Unbiased estimator of variance of disturbance term.
30. Formulas for standard errors of SRM coefficients.
31. Hypothesis test problem. Type I and type II errors.
32. Z- statistics.

33. t-statistics.
34. Difference between z and t statistics and their application.
35. Degree of freedom and its using in hypothesis testing.
36. Test-of-significance interval.
37. Two-side and one side hypothesis testing.
38. Confidence interval.
39. F-criteria.
40. Multiple regression models.
41. Problem of multicollinearity.
42. Methods for alleviation multicollinearity.
43. Method of increasing of number of observations in survey conducting.
44. Essence of increasing MSD(X2).
45. Combining the correlated variables.
46. Drop some of the correlated variables.
47. Empirical restriction.

48. Theoretical restriction
49. Monte- Carlo method.
50. Heteroscedasticity.
51. Methods for avoiding heteroscedasticity.
52. Autocorrelation.
53. Durbin- Watson test.
54. P-value criteria, its essence.
55. Elasticity.
56. Finding elasticity using econometric models.
57. Cobb-Douglas function.
58. Non-linear regression.
59. Analyzing significance of separate variables of regression models using E-views package.
60. Analyzing significance of variables of regression models wholly using E-views package.
61. Analyze the E-views report.

62. Logarithmic regression.
63. Semi-logarithmic regression.
64. Interpretation of coefficients of SRM.
65. Explaining multiple regressions.
66. F-test.
67. Information tests.
68. Sense of significant level.
69. One side test and Type I error.
70. One side test and Type II error.
71. Difference between formulas of regression coefficients in simple and multiple regression models.
72. Example of unbiased estimators of the coefficients in SRM and its difference on least square method.
73. Unbiasedness standard errors of SRM coefficients.
74. Difference and similarity of test-of-significance and confidence intervals.
75. Algorithms for finding z-critical and t-critical.

