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Abstract. Weighted attribute estimates and fizzy inference methods are based

on two approaches to evaluate the levels of country risk which are considered on
the base of expert judgments. To obtain the final estimates of the country risk
Ievels for an arbitrary set of alternatives these approaches are used on the base of
expert conclusions regarding factors of country risk. The study is completed by
comparative analysis of finale estimates of country risks.

Keywords: Country risk Concordance coefficient Estimate
conclusion 'Ftzzy set ' Fuzzv conclusion

1 Introduction

Expert

Country risk (CR) is a multifactor category that is characterized by a combined system
of financial, economic, socio-political, and legal factors, which distinguishes the market
of any country. According to the degree of risk, all countries are ranked by quantitative
assessments of CR levels. A consolidated risk indicator R is used, which aggregates the
relative influence of the considered number of factors (variables) of CR xi (i = l-n)by
the function R : R(x1,x2, . . .,xn).

Ranking of countries by degree of CP includes the following stages:

o selection the flnancial, economic, socio-political and legal variables of the CR;
o identification of the weights of the selected CR variables, based on their relative

impact on the CR-level;
o expert evaluation of CR-factors using the expert scale;
o determination of a weighted index reflecting the CR-level.

Currently, many world rating agencies and international institutions, such as the
Economist Intelligence Unit, Euromoney, Institutional Investor, Mood's Investor

O Springer Nature Switzerland AG 2020
K. tuai and R. Bhatia (Eds.): FICC 2019, LNNS 69, pp. 793-8t2,2020.
https://doi.org | 10.1007 /97 8-3-030- I 23 8 8-8_54
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794 R. Rzayev et al.

Seryice, Standart & Poor's Rating Group, The European Bank for Reconstruction and
Development (EBRD), the World Bank (WB), etc., range countries on the CR levels
and their approaches are detennined by qualitative and/or quantitative, economic,
combined and structurally-qualitative methods of CR estimation.

To date, there are quite a lot of numerical methods for solving this type of problem.
In particular, in Boolean case such estimates can be realized by Boolfilter and BoolNet
package vignettes, which were respectively considered in [1, 2]. However, the main
pupose of this study is to evaluate the levels of country risk by applying the fuzzy
inference for identification the function R : R(x1,x2,. . .,xr).

2 Selection of the List of CR-Factors

The CR evaluation is a multi-criteria procedure, implying the use of the composite rule
of aggregating the assessment for each of the selected risk factors. To date, there is no
unified approach to calculating the CR index, since there are different points of view
regarding the composition of CR factors. For example, in the process of ranging
analysts of EBRD use indicators such as macroeconomic stability, taxation conditions,
the quality of the judicial system, the level of comrption in the count4/, the finances of
the leading base enterprises, the infrastructure. Another authoritative opinion on the
investment attractiveness of states is the WB rating, which is established on the base of
CR evaluations. At the same time, the WB assessment methodology takes into account
the CR factors, such as the risks of nationalization and expropriation, risks related to
private and foreign capital, the level of state policy, including the govemment's stable
policy and its popularity among citizens, the industrial cycle stage, market capacity and
the resulting financial and currency risks, labor force qualification.

For visual demonstration of the proposed methods for CR evaluation, we chosen a
rather limited list of risk factors used by the audit company Pricewaterhous Coopers in
the process of its ranging of the investment attractiveness of states [3]. Namel]: .r1-the
level of comrption; .r2-compliance with legislation; x3-level of economic develop-
ment; .r4-state policy on accounting and control; xs-state regulation.

3 Ranking of CR-Variables in the Orders of Experts'
Preferences

Suppose that expert estimates of the importance degrees for CR-factors x; (i = 1-5) are
determined by separate survey of 15 core specialists. Each expert was invited to arrange
the variable xi according to the principle: the most important variable should be des-
ignated by the number "1", ttle next less important one-by the number "2" andfurther
in descending order of importance. Obtained all rank estimates are summarized in the
form of Table 1.

r*minrxn&$yalr**"n*m
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Table 1. Ranking of CR-variables

Expert number CR-variables and

their rank estimates
(rii)

X1 X2 Xj X4 X5

0t I 2 4 3 5

1

7
I

3 2

5

+
3

;-
i
/1-

1

2

2 I

06

07

1

2

2 4

4

5
;
J

5

5I
08 I 2 A- 5 J

09 1 3 2 4 5

10 1 J 2 5 4

11 I 4 2 5

l2 I 2 3 5 AT

13 2 1 4 3 5

t4 3 1 2 4 5

15 I 2 5 A
I J

2I 29 52 55 65

To establish the degree of consistency of expert opinions, we use the Kendall
concordance coefficient, which demonstrates the multiple rank correlation of expert
opinions. According to f4,51, this coefficient is calculated by the formula:

w : ^1.2= 
S ,. (1)

m2(n3 - n)'

where ru is the number of experts, n is the number of CR-variables, and S is the
deviation of expert conclusions from the average value of the CR-variables ranking,
which is calculated, for example, by the formula [3]:

n /m ,(r+1)\2s:t{I'u- ) t,j=l \i:1 - /
(2)

where r;i €{t;2;3;4;5} is the rank of r-th CR-variable established by7-th expert. Then
at the value of ,S = 1450 calculated on the base formula (2) and data from Table 1, the
value of the Kendall concordance coefficient is I7 = 0.6444 > 0.6. This indicates a
sufficienfly strong agreement of expert conclusions regarding the importance degree of
CR-variables.
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796 R. Rzayev et al.

4 Identification of Weights of the CR-Variables

Now, suppose that at the preliminary stage of separate questionnaire each expert was
also instructed to establish the values of the normalized estimates of CR-variables,
which determine the specific density (weight) of the influence of each factor on the
scale of the unit interval. The results of this questionnaire are summarized in Table 2.

Table 2. Normalized estimates of CR-variables

Expert number CR-variables and their normalized
estimates (a

01

02

03

04

05

0.200

0.200

0.100

0.100

0:100

0.200
09 0.250

0.150

0.r25
0.150

0.200 o.iio
0.150 0.100

10

11

12

13

I4
15 0:150

2.275

0:175

2.200

Staning from the data presented in Table 2, let us make preliminary calculations for
the subsequent identification of the weights of CR-variables: it is necessary to define
their group estimates and the numerical characteristics (degrees) of competence of each
expert.

To calculate the average value of a; for i-th group of normalized estimates of CR-
variables it is possible use the weighted degrees of expert competence by following
difference equation:

ai(t + l) /?)

where w/t) is the weight characteizing the competence degree of the 7th expert
(i = l-m) at time r. It is clear that the process of finding of group estimates of the
normalized values has an iterative character, which is completed under condition:

tn
\--1

- ) w;ltld;;.
L/ J\ / t)
j:1

06

0.300

0.300

0.225

0.200

0.300

q,-11-_l
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mpx{la;(r+ 1) - a'(41} < e, (4)

where e is the allowable accuracy of calculations, which is set in advance. In our case,

let it be e = 0.0001.
At the initial stage / = 0 we assume that experts have the same degrees of com-

petence. Then, assuming for the general case the value w7(0) = llm as initial value of
the competence degree of each expert, the average value for the l-th group of nor-
malized estimates of CR-variables in the first approximation is obtained from the
particuiar equality:

(s)

In accordance with (5), the averaged estimates of CR-variables into divisions in the
first approximation are the following corresponding numbers: {a1(1); az(I); a:(1);
a+(I); as(l)) = {0.27500;0.24833;0.11833;0.15167;0.14661}.It is not difficult to
see that requirement (4) is not satisfied for the flrst approximation. Therefore, before
move up to the next iteration step, it is necessary calculate the normalizing coefficient
as:

_5 15

n(1\ - \- \- ai(l)u;1 :3.2042.'f \*,/ ? f:,
Then the competence indicators of experts can be calculated according to the

following expressions :

5

wi!): #iTIar(1) . aijU:T:T4),
t4

.ts(1) - 1- Dw;(t),j:r
15

!w;(t; :1,
j:r

(6)

where wrs(l) is the competency indicator of the 15-th expert. Thus, on the base of
expressions (6), in the l-st approximation there are following competence indicators of
experts:

I ., (t) ; w2(r) ; w (r) ; * +(t) ; r s( I ) ; w6 ( I ) ; wt (t) ;r, ( r ) ; \
I rr(t)' rro(1); *n(l);rrr(l);u,s(1); *ru(l);*rr!) I
: {0.0676; 0.0676; 0.0645;0.0666; 0.0668; 0.0675;

0.067 4; 0.0698; 0.0645; 0.0668; 0.0652; 0.0679; 0.0648; 0.0660; 0.0672\.
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798 R. Rzayev et al.

Now we can proceed to the calculation of the mean group estimate of CR-variables
in the 2-nd approximation by the formula (3), or more precisely by its particular
expression:

15

ai(z):lw1$)aa.
j:1

In this case, ttre average estimates of the CR-variables for groups i = | = 5 are the

following numbers: {u{2); uz(2); az(Z); u+(2); usQ)} = {0.27547;0.24816;0.17821;
0.151t6; 0.14640\.

Checking these values for the fulfillment of condition (4) and making sure that it is
not fulfilled again:

ry*{la,(z) - ar(1)l} : 0.0005 > e,

let us calculate the normalizins coefficient as:

515
n()\ - \-I u;(2)a;i:3.2056..t\_, 

? j=,

Then the expert competence indicators at the 2-nd approximation w/2) (i= 1-15)
will be: wiQ) A = 1-15) will be: {wt(2); wz(2); w{2); wq(Z); ws(Z); wa(Z); wt(2);
wa(2); wg(2); wrc(2); wn(2); wn(2); wtz(2); wu(2): wts(Z)\ = {0.0676; 0.0676;
0.0645; 0.0666; 0.0668; 0.0675; 0.0674; 0.0699; 0.0645; 0.0668; 0.0652; 0.0619:
0.0647 ; 0.0660; 0.0672\ .

The average group estimates for the CR-variables in the 3-rd approximation can be

obtained from the following particular case of formula (3), namely: a;(3) :
tt:rriQ)o,i. h this case, the average estimates of the CR-variables for groups

i= t + 5 are the following numbers: {ot(3); az(3);a:(3); a+(3);as(3)} : {0.27547;
0.2487 6; 0.17821 ; 0. 1 5 I I 5; 0. 14640j.

As can be seen, the accuracy of group estimates of the CR-variables in the 3-rd
approximation already satisfies condition (4), i.e.: max{la;(3) - utQ)l}: 0.00001<e,
which is the reason for stopping the calculations. In this case, the values of the group

estimates of the CR-variables, i.e. {or(:); az(3);a:(3); a+(3);as(3)} are the final
(consolidated) weights of the variables x; (i = 1-5).

5 Determination of Weighted CR-Level on the Base of Expert
Estimations

The method of expert assessments involves discussing the factors that affect the

CR-level of a particular country by a group of experts specially involved for this
purpose. Each of the experts is provided with a list of possible risks on the basis of the
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CR-variables .r; (i = 1-5) and they are invited to give an separate assessment of the

probability of their occulrence in percentage terms on the base of the following five-
point rating system:

o 5-insignificant risk;
. 4-the risk situation will not come for most probability;
. 3-about the possibility of risk it is impossible to say anything definite;
o 2-the risk situation will most probably come;
o l-the risk situation will surely come.

Further, expert assessments of risk situations are analyzed for consistency (or

inconsistency) according to the rule: the maximum allowable difference between two
expert opinions for any type of risk relative to x; (l = 1-5) should not exceed a value of
3. This rule allows to filter out inadmissible deviations in expert assessments of the

probability of risk occuffence for the separate CR-variable.
The calculation of the total index, theoretically ranging from 0 to 100, can be

carried out bv the followins evaluation criterion:

s-5
P: Li:\aiei x 100

max f]=, a1e;
(7)

Interval

(90; 1001 Too low or
absent

(80; 901 Very low or
insignificant

(70; 801 More than low

(60; 701 Low

(50; 601 High

(40; sOl

(30; 401 Very high or
significant

Table 3. Gradation of the total weiehted estimates of CR

Explanation

The financial-economic, socio-political, and stateJegal statuses

are estimated as stable in the long-term outlook

The main indicators of the financial-economic, socio-political
and state-legal conditions are estimated as satisfactory, but their
stability is doubtful

More than high t'" -.1" mai.uiorr" oi nnanclat-econ;*t;;- ;;;iil;iiii;d, ;a
state-legal conditions are estimated as close to satisfactory, but
their stability is more than doubtful

The financial-economic, socio-political, and state-legal statuses

are estimated as stable in the medium-term outlook

The financial-economic, socio-political, and stateJegal statuses

are estimated as stable in the near-term outlook

The main indicators of the financial-economic, socio-political,
and state-legal conditions are estimated as satisfactory and

stable in the near-term outlook

The fi nancial-economic, socio-political, and stateJegal statuses

are estimated as unsatisfactory or close to satisfactory, but
unstable

Financial-economic, socio-political and state-legal statuses are

estimated as stably unsatisfactory
[0; 30]
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where a; is the weight of the significance of l-th CR-variable, e; is the expert estimate of
the probability of risk occurrence for l-th CR-variable based on the five-point rating
system. In this case, the minimum index means the maximum risk, and vice versa, and

the index of CR-level is established on the assumption of the graduation of the resulting
weighted estimates, which summarized in Table 3.

Now let us assume that the expert community is offered to test 10 alternative

countries ap (k = 1-10) on the five-point system to assess the degree of influence of
financial, economic, socio-poiitical and state-legal factors in these countries on their.
Thus, for these countries the consolidated (average) expert opinions based estimates of
the CR-level are obtained by application of the total evaluation criterion (7). These

estimates are summarizedrn Table 4.

Table 4. Total estimates of CR-levels

State Identified weights of CR-variables ai(3) Ratio

0.2755 0.2488 0.t782 0.1512 0.t464

Normalized esti nates of CR-vari rbles

€1 €2 €3 e4 €5

?t
lt
A3

A4

A5

4.5 4.75 A< 4.75 4.25 91..27

4.85 4.50 2.75 3.75 &!:6?

73.303.75 4.00 3.25 3.85 3.25
A "r< 3.45 2.85 2.75 1.85 64:47

57.644.00 2.55 3.00 2.25 1.85

A6 3.55 2.85 2.00 r.25 0.85 47.t3

A7 2.25 1.75 t.25 1.85 1.50 35.54

Ag

Qg

2.25 1.85 r.25

4.85

0.75

4.85

0.25

4.75

z9:06

97.045.00 4.75

ato 3.25 2.85 3.75 4.25 3.50 68.55

6 Determination of the CR-Level Using the Fuzzy Inference

All existing models of CR-evaluation have certain advantages and disadvantages. For
example, the approach described above, which based on the application of the expert
evaluation system, is criticized for absence there a cause-effect relationu. In particular,
the gradation of the CR-levels, presented in Table 3, was chosen conditionally-
without any objective justifications. As a rule, such gradation is established by the
expert community or heuristic knowledge. Therefore, before we begin to form a model
for estimating the CR-level, it is necessary to constmct a justifled gradation scale.

A. CR-levels classification

CRlevel evaluation being a multi-criteria procedure implies application of the
composite rule of aggregation of the evaluation in each specific case. To estimate the
CR-level we choose eight estimated concepts (or terms): LtL-"toe low"; uz-"very
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low"; u3-'1mote than low"; u4-*low"; u5-"high", t!,u-o'*ore than high", ,7-lvery
high", u6-(c1oo high". More simply, by the set C = (ut, uz, Lt3, Lt4, tts, Lt6, u7, us) wa
will mean the set of criterions of classification of the CR-levels. Then, assuming the
factors of CR as linguistic variables, the CR-level estimation can be realized by
application of the sufficient set of consistent rules of the form "If <.. >, then <...>" and
based on them it is possible to establish the corresponding scale for gradation the final
estimates of the CR-levels. The basic judgments can be formulate as follows:

d; "If there is no comrption and economic development is observed, then the CR-
level is acceptable";
d'2: "If in addition to the above requirements the state policies on accounting and
control are implemented, then the cR-level is more than acceptable,,;
d.3: "If in addition to the conditions stipulated in d2there is appropriate legislation
and state regulation is implemented, then the cRlevel is low";
d'a:"If there is no comrption, there is appropriate legislation, economic development
is observed, the state policies on accounting and control are implemented, then the
CR-level is very acceptable";
d'5: "If there is adequate legislation, economic development is observed, and state
policies on accounting and control are implemented, but there is display of cor-
ruption, the CR-level is stiil acceptable,';
d'6:"If there is display of comrption, there is no development of the economy, and
there is no state regulation, then the cR-lever is unacceptable".

In the above statements, reflecting the internal cause-effect relations, the factors
influencing the CR-level will be considered as inputs in the form of linguistic variables
xi (i = 1-5), and the output is a linguistic variable y whose terms reflect the CR-levels.
Then, having specified the corresponding terms of these variables, on the basis of the
above statements it is possible to construct implicative rules as following 16]:

d.;. "If xr = absent and x3 = observed, then y = acceptable";
d.2: "If xr = flbsent and x3 = observed and xa = implemented, then ) = more than
acceptable";
d3t "If .rr = absent and Iz = exist and x3 = observed and xa = implemented and
.xs = implemented, then y = low";
d.a: "If rr = &bsent and x2 = exist and x3 = observed and xa = implemented, then
y = very acceptable";
d.5: "If xr = display and x2 = exist and x3 = observed and xa = implemented, then
y = very acceptable";
da: "If x1= display and "r3 = not visible and rs = not implemented, then
) = unacceptable".

Linguistic variable y c^n be defined on the discrete set,I= {0; 0.1; 0.2; ...J}.
Then' Vi€"r ih brms can be described by fuzzy subsets of ,r by following membership
functions [6]: s = acceptable, prs0) = j; MS = more than acceptable, pusU) : $;Z=low, FrA)=I,if j = l and pzj)= 0, ifj< l; VS=very acceptable, irrlil='it,
US = unacceptable, Fusj) = I - j.
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802 R. Rzayev et al.

The fuzzification of terms in the lefrhand parts of the rules can be realized by
Gaussian membership function: p(u) = exp{-(u - uo12lo!1 (i = 1-5), which restorl
fuzzy subsets of the discrete universe C = (uy Ltz, u3, ..., uB), where urF (awr + a)12
(k = 1-8) (see Fig. 1). In this case, the density of elements disribution o! for the r-th
factor is chosen individually on the assumption of condition of its criticality. It should
be noted that the inaccuracy as a result of an arbitrary density choice is eliminated
during the intersection of fuzzy sets in the left-parts of the rules. In Fig. 1, the gradation
of CR-factors is presented in a general form. However, it is obvious the segmentfas,
asl can be easily reduced to the unit segment [0; 1] by a simple transformation
t = (u -cts)/(ag - ao), where u€fas, asl, re [0; 1].

u1 u, u!

An T6lOw a! V€rylow
I Mor€ than I I I
A, high a6 Vefyhigh ar Toohigh al

Fig. 1. Uniform gradation of CR-factors

Fig. 2. Uniform gradation of CR-factors at the scale of the unit segment

Estimating the CR-level from the point of view of the factors xi G - 1-5), which are
graded at the scale of the unit segment (Fig. 2), where a7; 0.t25 k (k = 0-8), att terms
from the left-hand parts of the rules can be fazzyfred in the following form:

o Absent (comrption): A = {0.90701u1;0.67661u2;0.415214;0.2096/uq;0.0870/u5;
0.0297 I u6; 0.00841 ut; 0.001 9/zs ) ;

o Exist (appropriate legislation): B = {0.90701u; 0.67661u2; 0.415214; 0.20961ua;
0.087 0 I u 5; 0.0297 I u 6; 0.0084 I u7 ; 0.00L9 | us\ ;

o Observed (economic development): C = {0.9394/u;0.77881u2;0.5698/4;0.36791
ut 0.209 6 | u 5; 0.105 4/ ua: 0.0468 / u7 ; 0.0183 / us\ ;

o Implemented (state policies on accounting and control): D = {0.9497/u;0.81331u2;
0.62821 4; 0.437 6 / u a; 0.27 49 | u5; 0.I 557 | u 6; 0.07 9 6 I u1 ; 0.0367 | u sl ;

o Implemented (state regulation) E = {0.9575/u; 0.8406/u2; 0.676614; 0.49941ua;
0.337 9 / u 5; 0.209 6 / u 6; 0.I l92l ut ; 0.0622/ u s| .

Then taking into account these formalisms, the implicative rules in the symbolic
expression will be as:

d; (x1 = A)&(xz = C)=+(y = ,S);

dz: @r = A)&(xz = Q&(xa = D)+(! = M$:
dz: @r = A)&(xz = B)&(xz = Q&@a = D)&(xs = E)aQ = L);
da: (x1 = A)&(xz = B)&(xt = C)&(xa, = D)+(y = yS);

d5: (x1 = -A)&(xz = B)&(xz = Q)&(xa = D)+(y = S);
d6: (x1 = A)&(xz = -Q&(x5 = -O=+(y = U.5).
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Further, for the left-parts of these rules, it necessary to find the membership

functions of appropriate fuzzy sets obtained by intersection [6]:

d; trt1a{u) = min{pa(u), pc(u)|, M1 = {0.90701u; 0.67661u2; 0.47521ry; 0.20961

uq: 0.087 O l u s; 0.0297 l ua; 0.00841 ry ; 0.0019 l us\ ;
d2: 1ty2(u) = min{pa(u), ltc(u), Ito(u)}, M2' {0.90701ut; O.6766luz;0.41521us;

0.2096 | u +; 0.087 0 I u s; 0.0297 I u e; 0.00841 ut ; 0.00 1 9/zs ) ;

fu: 1t6(u) = minipa(u), pB(u), pc(u), rtp(u), ttn(u)j, M3 - {0.90701ur;0.67661u2;
0.41 52/ 4; 0.209 6 / u a; 0.087 0 1 u s; 0.0297 l u 6; 0.0084 / ut ; 0.00 19 1 usl ;
da: 1t1aa(u) = min{pa(u), ltB(u), ttc(u), lto@)}, Mq = {0.90701ur; O.6766luz;0.41,521

4; 0.209 6 I u q; 0.087 0 | u s; 0.0297 I u e; 0.0084 I ut ; 0.0019 I usl' ;

ds: pus@) = min{l-tte(u), ltp(u), Fc(u), ltofu)I, M5= {0.09301u; 0.32341u2;

0.499 4 | u z; 0.29 I0 I u q; 0.1 453 I u s: 0.0622 I u 6; 0.0228 I u7 ; 0.007 2l usl ;

d6: 1tv6(u) = min{ l-pto(u), l-l.tr(u), L-l.rn(r)}, M6 - {0.04251ur; 0.75941u2;0.32341
u: ; 0.5006 I uq; 0.6621 I u s; 0.7 904/a6; 0. 8 808 I ut ; 0.937 8 I usl .

As a result, the rules can be described as:

d; (x = Mr)=+(Y = S);

d2:@=M)+(y=MS);
fu: (x = M)+(y = L);
da:@=Mq)+$=VS)l
d5:@=M)+(y=S):
d6: (x = Mo)+(l = U^t).

These rules are ffansformed by Lukasiewicz's implication [7]:

Itut(u,j) : min{1, t - pu(u) + pr(f)}, (8)

as a result of which for each pur (u, j)eU x "/ the fiizzy relations are obtained in the

form of correspondent matrix:

Rt=

0 0.1 0.2 0.3 0.4 0.5 0.6 0.1 0.8 0.9 I
0.9070 0.0930 0.1930 0.2930 0.3930 0.4930 0.5930 0.6930 0.'1930 0.8930 0.9930 1.0000

0.6766 0.3234 0.4234 0.5234 0.6234 0.7234 0.8234 0.9234 1.0000 1.0000 1.0000 1.0000

0.4t52 0.5848 0.6848 0.7848 0.8848 0.9848 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

0.2096 0.7904 0.8904 0.9904 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

0.0870 0.9130 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 r.0000 r.0000 1.0000 1.0000
0.0297 0.9703 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
0.0084 0.9916 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
0.0019 0.9981 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
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0
0.9070 0.0930
0.6766 0.3234
0.4152 0.5848
0.2096 0.7904
0.0870 0.9130
0.0297 0.9703
0.0084 0.9916
0.00r9 0.9981

0.3162 0.4472
0.4093 0.5403
0.6396 0.7706
0.90r0 1.0000
1.0000 1.0000
I .0000 1.0000
1.0000 1.0000
1 .0000 1.0000
1.0000 1.0000

0,5477 0,6325
0.6408 0.7255
0.8711 0.9558
1.0000 1.0000
1.0000 1 .0000
r.0000 1.0000
1.0000 1.0000

1.0000 1.0000
1.0000 1 .0000

0,707t 0.7746
0.8001 0.8676
l .0000 1.0000
1 .0000 1.0000
1 .0000 1.0000
1 .0000 1.0000
l .0000 1.0000
r.0000 1.0000
1.0000 1.0000

0.8367
0.929't
1.0000
1.0000
1.0000
1.0000

0000
0000
0000

0.7 0.8
l .0000 1.0000
1 .0000 1.0000
1 .0000 1.0000
1.0000 1.0000
1.0000 1 .0000
l .0000 1.0000
l.0000 I .0000
1.0000 l .0000

0.8944 0.948',7

0.9875 1.0000
1.0000 1.0000
1.0000 1.0000
I .0000 1.0000
1 .0000 1.0000
1.0000 I .0000

i.0000 1.0000
I .0000 1.0000

00
0.0930 0.0930
0.3234 0.3234
0.5848 0.5848
0.7904 0.7904
0.9130 0.9130
0.9703 0.9't03
0.9916 0.9916
0.9981 0.9981

I
1.0000
1.0000

1.0000
1.0000
1.0000
1.0000

1.0000

1.0000

I

1.0000
1.0000
1.0000
1.0000

1.0000
1.0000
1.0000

1.0000

0.9 I
1.0000 1.0000
1.0000 1.0000
I .0000 1.0000
1.0000 1.0000
1.0000 1.0000
I .0000 1.0000
1.0000 1.0000
1.0000 1.0000

Rz:

R::

R+:

Rs:

Re:

0.9070
0.6766
0.4152
0.2096
0.0870
0,0297
0.0084
0.0019

0.9070
0.6766
0.4t52
0.2096
0.0870
0.0297
0.0084
0.0019

0.0930
0.3234
0.4994
0.2910
4.u53
0.0622
0.0228
0.0072

0.0425
0.1594
0.3234
0.5006
0.6621

0.7904
0.8808
0.9378

0.25
0.3430
0.5734
0.8348
1.0000

0.36
0.4530
0.6834
0.9448
1.0000

1.0000
1.0000
1.0000
i.0000

0.6
1.0000
1.0000
1.0000
1.0000

1.0000
1.0000
1.0000

1.0000

00
0.0930 0.0930
0.3234 0.3234
0.5848 0.5848
0.7904 0.7904
0.9130 0.9130
0.9703 0.9703
0.9916 0.99t6
0.9981 0.9981

0 0.01
0.0930 0.1030
0.3234 0.3334
0.5848 0.5848
0.7904 0.8004
0.9130 0.9230
0.9103 0.9803
0.9916 1.0000
0.9981 1.0000

0 0.1
0.9070 1.0000
0.6766 0.7766
0.5006 0.6006
0.7090 0.8090
o.8547 0.9547
0.9378 1.0000
0.9'172 1.0000
0.9928 1.0000

I 0.9
l.0000 1.0000
1.0000 1 .0000
1.0000 i.0000
1 .0000 1.0000
1.0000 1 .0000
1.0000 1.0000
1.0000 I .0000
1.0000 0.9622

00
0.0930 0.0930
0.3234 0.3234
0.5848 0.5848
0.7904 0.7904
0.9130 0.9130
0.9703 0.9',703

0.9916 0.9916
0.9981 0.9981

0.04 0.09
0.1330 0.1830
0.3634 0.4134
0.6248 0.6748
0.8304 0.8804
0.9530 1.0000
1.0000 1.0000
1.0000 1 0000
1.0000 1.0000

0.2 0.3
1.0000 1.0000
0.8766 0.9766
0.7006 0.8006
0.9090 r.0000
1.0000 1.0000
1.0000 1.0000
1.0000 1.0000

1.0000 1.0000

0.8 0.'7

1.0000 1.0000
1.0000 1 .0000
l.0000 1 .0000
1.0000 1 .0000
1.0000 1.0000
1.0000 0.9096
0.9t92 0.8192
0.8622 0.7622

00
0.0930 0.0930
0.3234 0.3234
0.5848 0.5848
0.7904 0.7904
0.9130 0.9130
0.9703 0.9703
0.9916 0.9916
0.9981 0.998r

0.r6
0.2530
0.4834
0.7448
0.9-504

1.0000

1.0000

1.0000
1.0000

00
0.0930 0.0930
0.3234 0.3234
0.5848 0.5848
0.7904 0.7904
0.9130 0.9130
0.9703 0.9't03
0.9916 0.9916
0.9981 0.9981

0000
0000
0000

0.49 0.64 0.81 1

0.5830 0.7330 0.9030 1.0000
0.8134 0.9634 1.0000 1.0000
1.0000 1.0000 I .0000 1.0000
1 .0000 1.0000 1.0000 1.0000
1.0000 1 .0000 1.0000 1.0000
I .0000 1 .0000 1.0000 1.0000
1.0000 1.0000 I .0000 1.0000
1.0000 1.0000 1.0000 1.0000

0.4
1.0000

1.0000

0.9006
1.0000

1.0000

1.0000

1.0000

1.0000

0.5
1.0000
1.0000
1.0000

1.0000
1.0000

1.0000

0000
0000
0000

0.6 0.5
1.0000 1 .0000
1.0000 I 0000
r.0000 r .0000

1.0000 0,9994
0.9379 0.8379
0.8096 0.7096
o.7t92 0.6192
0.6622 0.5622

0.4 0.3
1.0000 1.0000
1.0000 1.0000

1.0000 0.97 66
0.8994 0.7994
0.7379 0.6379
0.6096 0.5096
0.5192 0.4t92
0.4622 0.3622

0.2 0.r 0
1.0000 1.0000 0.9575
1.0000 0.9406 0.8406
0.8766 0.7766 0.6766
0.6994 0.5994 0.4994
0.5379 0.43',19 0.33',/9
0.4096 0.3096 0.2096
0.3192 0.2192 0.t192
0.2622 0.1622 0.0622

ran I tfi r:i:r {tl, valtOil. cfl m



Two Approaches to Country Risk Evaluation 905

As a result of intersection of fuzzy relations Rr, R2, ..., R6 we finally obtain a
general functional solution R reflecting the cause-effect relations between the factors x,
(i = 1-5), on the one hand, and, in fact, the cR-level. on the other.

p-

0 0.1 0.2 0.3 0.4
ut 0.0930 0.0930 0.0930 0.0930 0.0930
u2 0.3234 0.3234 0.3234 0.3234 0.3234
u3 0.5006 0.5848 0.5848 0.5848 0.5848
144 0.7090 0.7904 0.7904 0.7904 0.7904
us 0.8547 0.9130 0.9130 0.9130 0.9130
u6 0.9378 0.9703 0.9703 0.9096 0.8096
uj 0.97'12 0.9916 0.9192 0.8192 O.7tg2
uB 0.9928 0.9622 0.8622 0.7622 0.6622

0.5 0.6 0.7 0.8 0.9 I
0.0930 0.0930 0.0930 0.0930 0.0930 0.9575
0.3234 0.3234 0.3234 0.3234 0.3234 0.8406
0.5848 0.5848 0.5848 0.5848 0.5848 0.6766
0.7904 0.7904 0.7904 0.6994 0.5994 0.4s94
0.8379 0.7379 0.6379 0.5379 0.4379 0.3379
0.7096 0.6096 0.5096 0.4096 0.3096 0.2096
0.6192 0.5192 0.4192 0.3192 0.2192 0.rrg2
0.5622 0.4622 0.3622 0.2622 0.1622 0.0622

To determine the CR-level it is necessary to apply the rule of composite conclusion
in a fuzzy environment [6]:

&: GiR, (e)

where Ep is the acceptability degree of risk relative to the fr-th CR-lev el (k = l-g), Gs is
the mapping of the ft-th CR-level in the form of a fazzy subset of the discrete universe
-/. Then, choosing a composite rule as [6]

F*U): ma_x{minIporU), t n])l},' PKv' 
i€J ' L'. (10)

(^
and assuming that in this case pck0') : { :''.* 

Jo; 
firrully we have: FnB@) = Fn(it, u),

|. 1,/ :/o,
that is, in other words, Ep is the k-th row of the matrix R.

Now, to classify the CR-levels defuzzification procedure for the fuzzy outputs of
the applied model is used. So, for the estimated concept u1 of risk acceftability, the
fuzzy interpretation of the corresponding CR-level will be the followi ngfu)zy subset of
the universe "I: E1 = {0.0930/0; 0.0930/0.1: 0.0930/0.2: 0.0930/0.3; 6.ogsoto.+:
0.0930/0.5; 0.0930i0.6; 0.0930/0 .t; 0.0930t0.8; 0.0930 /0.9; 0.9575/r|.

Setting the level sets E1o and calculating the corresponding powers M(Eu) by the
formula M(En): Il:r I, *" have:

o for0 < a < 0.0930: Aa = 0.0930,E1o= i0; 0.1; 0.2;0.3;0.4; 0.5; 0.6;0.7;0.g; 0.9;lI, M(81) = 0.5;
o for 0.0930 < d < 0.9575: Aa = 0.8645, Eu= {r}, M(Eh) = r.

For numerical estimations of fuzzy outputs E7, (k = 1-8) following formula can be
applied [8, 9]:

M(Ee)du,(k:1-5),
dmax1rF(Ep\: ' I

d^u* J
0

raminrea{uryah**.**m
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where a-* is the maximum value on Ep, Thus, in this case we have:

, o'f" 
- -,- 0.5 .o.o93o+ 1.0.0.8645

F(Er) :7 ^.-. I m(ndda- . - ---: 
- 

:0.9514.\ '/ 0.9575 { 
\ r*/-- 0.9515

For estimated concept zs of risk acceptability, the reflection of the corresponding
CR-level will be following fuzzy set: Es = {0.992810; 0.962210.L: 0.862210.2;
0.762210.3; 0.662210.4; 0.562210.5; 0.462210.6; 0.362210.1; 0.2622/0.9; 0.1622/0.9:
0.062211), for which we have, respectively:

o for 0 < a < 0.0622: L,a = 0.0622, Eao= {0; 0.1 ;0.2;0.3;0.4; 0.5; 0.6;0.7;0.8; 0.9;
II, M(EB) = 0.5;

o for 0.0622 < d < 0.1622: Aa = 0.1, Eso= {0; 0.1; 0.2; 0.3;0.4:0.5; 0.6;0.7;0.8;
0.9\, M(E8J = 0.45;

o for 0.1622 < a < 0.2622: Aa = 0.1, EBo = {0; 0.1; 0.2;0.3;0.4; 0.5; 0.6; 0.7; 0.g},
M(Es") = 0.40;

o for 0.2622 < d < 0.3622: Aa = 0.1, EBo = {0; 0.1: 0.2;0.3:0.4; 0.5; O.6;0.7}, M
(EaJ = 0.35;

o for 0.3622 < d < 0.4622: Aa = 0.1, EBo= {0; 0.1; 0.2; 0.3; 0.4; 0.5; 0.6}, M
(EsJ = 0'30;

o for 0.4622<a<0.5622: Aa=0.1, E6o= {0; 0.1; 0.2; 0.3; 0.4; 0.5}, M
(Ez) = 0'25;

o for 0.5622 < d < 0.6622: Aa = 0.1, E8o= {0; 0.1; 0.2;0.3:0.41, M(EB) = 0.20:
r for 0.6622 < d < 0.1622: Aa = 0.1, Esr= {0; 0.1; 0.2;0.2}, M(Ea) = 0.15;
o for 0.7622 < d < 0.8622: Aa = 0,1, E8,= {0; 0.1; 0.2}, M(E8o) = 0.10;
o for 0.8622 < d < 0.9622: Aa = 0.1, EBo = {0; 0.I}, M(Es) = 0.05;
o for 0.9622 < a < 09928: Aa = 0.030'1, Eao = {0}, M(Er) = g.

Then the numerical estimate of the fuzzy output E6 will be:

0.9928
1f

r(Es) : 
-= 

I u@s")du : 0.2579.\ v/ 0.9928 
{ 

\ u*l

Point estimates for remaining fuzzy outputs are calculated by similar actions: for
the estimated concept u2 of risk acceptability-F(82) = 0.8077;4-F(E) = 0.5741;
ua-F(E) = 0.4689; u5-F(E) = 0.3964; u6-F(E) = 0.3324; ur-F(E) = 0.2863.

F(Es) = 0.2579 is the least defuzzified output of the applied model of the multi-
criterion assessment of the CR-level, as the upper bound it corresponds to the con-
solidated estimation of the CR-level "too high or impermissible". From the point of
view of the influence of the CR-factors, for others the definzified outputs we have,
respectively:

o 0.2863 is upper bound of estimate "very high or significant";
o 0.3324 is upper bound of estimate "more than high";
o 0.3964 is upper bound of estimate "high";

rarninraa@yaho*.c*m
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o 0.4689 is upper bound of estimate "low";
. 0.5741is upper bound of estimate "more than low";
c 0.8077 is upper bound of estimate "very low or insignificant";
o 0.9514 is upper bound of estimate "too low or absent".

As a criterion for the forming of the final estimation the following equality

E:*x 1oo (r2)

is applied, where F(Er) is the estimate of the k-th CR-level (to wide extent also any
other estimate); F-* = F(E) = 0.9514. Then, in the accepted assumptions, the justi-
fied scale for estimation the CR-level within the framework of the segment [0; 100] is
summarized in Table 5.

Table 5. Gradation of CRlevels using the fuzzy inference

Interval CR-level

(84,90; 1001

Q9'i1i-8-1,?ol

Too low or absent

Very low or insigniflcant
(49.29;60.341 More than low

(416ft ae,2el

(:+,!{ a,r,!61

(30.09; 34.941

izz.tt; :orel Very high or significant

[0; 27.IIl Too high or impermissible

B. CR-IeveIs classification

To construct the fuzzy inference system according to the CR-level estimation, the
basis verbal model is chosen by above statements drda.As alternatives, ten hypo-
thetical states ar (k - 1-10) are used, which having passed expert examination on a
five-mark grading system for the influences of CR-factors -;r; (i = 1-5) on their CR-
levels (see Table 4). In this case, for the terms from the lefrhand parts of the rules d1-
d6, the procedure for fuzzification can be applied somewhat differently, namely: each
term is reflected as a fuzzy subset of the final set of estimated alternatives (countries)

{at, az, ,.., arc} as Ar = {pei@)lar; pa1(a2)la2l ..., lte;(aro)larc}, where pet@) is the
value of the membership function of the fuzzy set A;, i.e. it characterizes the country a,
with respect to the assessment criterion A;. As a membership function, Gaussian
function is chosen in the form of:

pela,) : exp{- lrt(o,) - 5l' lo?),

where ei(a,) is the consolidated expert evaluation of the country a, (t = 1-10), which is
given by five-mark grading system for compliance with the i-th CR-factor as non-

rnm i n rxi,r {t, yrih**. **m
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existent; o/ is the density of the location of the nearest elements, which is chosen as 4
for all cases of the fiizzification. Then, assuming each of the CR-factors CP x; (i = l-5;
as the linguistic variable, one of its terms, namely "non-existent risk ) can be described
in the form of the corresponding fuzzy subset Ai. of the discrete universe IJ = {a1, a2,
..., arcl as follows [7]:

. At = {0.93941 ar: 0.99441 az; 0.67 66/ at ; 0. 868 8la+, 0.7 7 88 I as: 0.59 I2l a6; 0 J 5I0/ az,
0.1510/ as; 1,00001 ae; 0.4650 I arc]1 ;

. Az = {0.9845/ai 0.93941a2;0.77881a3;0.54851aa;0.2230/a5;0.3149/ae;0.07131at
0.0837 I as; 0.9845 / ae; 0.3149 / arcj ;

. Az = {0.93941 ar; 0.9 5061 az; Q.4650 I az; 0.3149 I aa; 0.367 9 I as: 0.1Q54/ ae; 0.0297 I at
0.0297 / as; 0.99441 ae; 0.67 661 a1s| ;

. A+= {0.98451ar:0.282I1a2;0.71851a3;0.28211aa;0.Ill}las',0.02971a6;0.0837/a7;
0.0109 I as; 0.99441 ag; 0. 868 8/a 1s ] ;

. As = { 0. 868 8/a ; 0.67 661 az; 0.4650/ a3; 0.0837 / a+; 0.0837 I a5; 0.0135 / a6; 0.0468/ a7;
0.00361 as, 0.9845 / ae; 0.56981 arcj .

Then, taking these formalisms into account and presented above formal descrip-
tions of terms from the righrhand parts of the rules drde, the basic model is written as
following:

d; (x1 = A)&(xz = A:)+0 = O;
d2: (x1= A)&(xz = A)&(x+ = Aq)+(y = MS);
d3: (x1= A)&(xz = A)&(xz = A)&(xq = A+)&(xs = A)+(y = L);
da: (x1= A)&(xz = Az)&(xz = A)&(x+ = Aq)+(y = V,9);

d5: (x1 = -Ar)&(xz = Az)&(xz = A)&(xq = A+)=+(y = ,S);

d6: (x1 = A)&(xz = -A:)&(xs = -As)=+(y = US).

Similarly, intersections of fuzzy sets from the left-parts of the rules are established.
In the discrete case, these are determined by finding the minimum of the corresponding
values of membership functions, namely:

d; 1ty{u) - min{par (u), pes@)}, Mr = {0.93941a1; 0.95061a2; 0.46501a3: 0.3149/
aa; 0.3679/as; 0.70541a6; 0.0297 /a7; 0.0297 /as: 0.9944/ae; 0.4650/aro|;
d2: py2(u) - min{/.rar (u), pez(u), peq(u)}, M2 = 10.9394/a; 0.2821/a2; 0.4650/a3;
0.282uaq; 0.l5l0la5; 0.02971a6; 0.02971a7; 0.0l09laa: 0.99441as; 0.46501arc|;
dz: ttuz(u) - min{par(u), !tez(u), ltez(u), Fe+(u), pes@)\, M3 - {0.8688iar 0.282L1
a2; 0.4650/az: 0.0837 /aq: 0.0837 /as: 0.0135/a6; 0.0297 lat 0.00361as; 0.98451as;
0.31491arc\;
da: pya(u) = min{/rar(u), ltez@), ltet(u), pa+fu)}, Ma= {0.9394/a; 0.2821/az;
0.46501a3; 0.2821/aa; 0.l5l0las', 0.029llae: 0.0297|at; 0.0l09las: 0.98451as;
0.31491arcl;
d5: 1ty5@) = min{ | - ttetfu), l-t.qz(u), ltez(u), lt,qq(u)}, M5 = {0.06061a;0.00561a2;
0.32341a3; 0.l3I2laa; 0J5I0la5; 0.0297/a6; 0.0291/a7; 0.0l09las; 0.0000/ae;
0.31491arc\;
d6: 1t1a6@) - min{7 - ltet(u), I - Lrer(u), 1 - ltes@)|, M6= {0.06O61a;0.0056/
a2; 0.3234/a3; 0.1312/aa; 0.22121a5; 0.40881a6; 0.84901a7; 0.84901as; 0.O000lae;
0.32341arcj.
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As a result, the rules are described in a more compact form:

d; (x = Mr)+$ = .5);

dz:@=M)+(y=MS);
fu: (x = M)+(y = L);
da: (x = Mq)+$ = YS);

d5: (x = M.)+(Y = S);

d6; (x = Md+(y - U,t).

As above these rules are transformed by Lukasiewicz's implication (8) into the

fnzzy relations Rr R2,..., R6, intersection of which creates the following general

matrix solution R.

R:

On the discrete set J the matrix R reflects the cause-effect relations between the

consolidated expert assessments of countries by CR-factors xi (i * 1-5), on the one

hand, and, corresponding their CR-levels, on the other
According to (9) and (10), the ft-th row of the matrix R is a fuzzy conclusion

relative to the aggregated CRlevel for the k-th alternative (country). In order to
numerically interpret each of these fuzzy conclusions it necessary to apply the

defuzzificatton procedure based on the method of point estimation of tuzzy sets. In
particular, for a fazzy conclusion regarding the CR-level of the first alternative
E1 = {0.0606/0; 0.0706/0.1; 0.fi06/0.2; 0.1312/0.3; 0.137210.4; 0.131210.5;

0.1312/0.6; 0.1312/0.1; 0.1312/0.8; 0.1312/0.9: 0.93941I) according to the above

arguments, we have:

r for 0 < a < 0.0606: Aa = 0.0606, Etu= {0; 0.1; 0.2;0.3;0.4; 0.5; 0.6; 0.7; 0.8; 0.9;
L\, M(Eh) = 0.5;

o for 0.0606 < d, < 0.0706: Aa = 0.01, E1o= {0.1; 0.2;0.3;0.4; 0.5; 0.6;0.1;0.8; 0.9;
l\, M(Etu) = 0.55;

o for0.0706 < d < 0.1006: Aa = 0.03, E1o= {0.2;0.3; 0.4;0.5; 0.6;0.7; 0.8;0.9; 1},
M(En) = 0.60;

o for0.1006 < d < 0.1312: Aa = 0.0306,Eb= {0.3;0.4;0.5;0.6;0.7;0.8; 0.9;Ll,M
(Er") = 0'65;

o for 0.1312 < d < 0.9394: Aa = 0.8082, Ero= {l}, M(Eh) = 1.

Al
az

A3

A4

a6

a7

ag

a9

a10

0 0.1 0.2
0.0606 0.0706 0.1006
0.0444 0.1494 0.2494
0.5350 0.5350 0.5350
0.6851 0.7279 0.7579
0.6321 0.732]. 0.8321

0.8946 0.9803 0.9865

0.9703 0.9703 0.9510
0.9703 0.9964 0.9510
0.0056 0.0155 0.0155
0.5350 0.6350 0.6851

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0.r3r2 0.r3t2 0.1312 0.1312 0.13t2 0.13t2 0.1312 0.9394
0.3494 0.4494 0.5494 0.6494 0;tr',79 0.7r',79 0.7179 0.9944
0.5350 0.5350 0.5350 0.5350 0.5350 0.5350 0.5350 0.6766
0.8079 0.8"179 0.9163 0.9r63 0.9163 0.9163 0.9163 0.8688
0.9163 0.9163 0.9163 0.9163 0.9163 0.9163 0.8788 0.',1',788

0.9865 0.9865 0.9865 0.9865 0.8912 0.7912 0.6912 0.5912
0.8510 0.7510 0.6510 0.5sr0 0.4510 0.3510 0.2510 0.1510
0.8510 0.7510 0.6510 0.5510 0.4510-0.3510 Q.2510 0.1510
0.0155 0.0155 0.0155 0.0155 0.0155 0.0155 0.0155 1.0000
0.6851 0.6851 0.6851 0.6851 0.6851 0.6851 0.6851 0.6766
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Then, according to (11) the numerical estimate of E1 is:

M(Es;da:0.9388.

The point estimates of. fuzzy conclusions about CR-levels for other alternative

countries are established by similar actions: F(Ez) = 0.7687; F(E) = 0.6047; F
(Eq) = O.5370; F(E) = 0.5206: F(Ed = 0.4552; F(E) = 0.3055; F(Ei = 0.3001; F
(Eg) = 0.9927; F(Ero) = 0.5140. As a result, according classification presented in
Table 5, the ratio of the total estimates of the CR-levels on the scale of the interval [0;
1001 are obtained by simply multiplying these values by 100.

7 Conclusion

So, two approaches to the evaluation of CR-levels are considered on the base of the

application of expert conclusions regarding the degrees of influence of the factors x;

(f = 1-5) on the CR-level.
As a result of applying the method of weighted estimates of attributes, it was

possible to determine the coefficient of rank correlation of CR-factors .r; (i = 1-5),

which indicated sufficiently high degree of agreement between expert opinions, but

also a close relationships between the considered CR-factors.

In addition, within the framework of this approach the generalized values of the

weights of the CR-factors xi Q - 1-5) were calculated by analytical reasoning, which

became the basis for justifying and developing recommendations for the formation of
final estimates of the CR-levels by the established comparison criterion at the scale of
the interval [0; 100].

The method of weighted estimates can be used in the decision-making process as

effective mechanism for multicriterion evaluation of alternatives characterized by a

certain set of atffibutes.
In fact, fuzzy inference, which is the essence of the second approach similarly

solves the discussed problem, with the only difference that it relies not on an indirect,

but on a direct cause-effect relations between the factors xi (i = 1-5) and CR-levels. As

a result of the application of fuzzy inference, it was possible to formulate a valid scale

of CR-levels gradation and it is relatively easy to obtain finale estimates of the CR-
levels.

Comparative analysis of the results of estimations the CR-levels for hypothetical
alternatives (countries) ap(k = 1-10) obtained by both methods is presented in the form
of Table 6.

As can be seen from Table 6, the orders of final estimates of the CR-levels only for
alternatives a4, as and arc are different. With comparing by denominations of estimates,

the CR-levels do not always coincide too. It is explained by different approaches to the

formation of a grading scale for the final estimates of the CR-levels. Nevertheless, the

F(Er):*k
0.9388

f
I

0
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Table 6. Comparative analysis of the obtained results

Ai Weighted estimation Ftzzv inference

Finale
estimate

CR-Ievel according to
unifurm gradation

Order Finale
estimate

CR-Ievel according to

.fuzzy gradation
Order

ul 9r.27 Too low or ab_sent

Very low or insignificant

More than low

1 93.88 Too low or absent 2

A2 84.62 3 76.87 Very low or
insignificant

aJ

A3 73.30 4 60.47 Very low or
insigniflcant

4

A4 64.47 L-o*
High
More than high

6 53.70 More than low 5

a5

A6

57.64 7 s:2:06

45.52

More than low
47.r3 8 Low

A7 35.54 Very high or significant 9 30.55 More than high 9

Ag 29.06 Too high or
impermissible

10 30.01 Very high or significant 10

A9 97.04 Too low or absent I 99.27 Too low or absent I
a1o 68.55 Low 5 51.40 More than low 7

fuzzy approach based classification of the final estimates is more confidence, since in
this case the cause-effect relations between the influence factors and the CRlevels are
ffaced, even though these relations are formulated on the base of trivial, but consistent
and sufficiently valid implicative rules.
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